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Abstract- Amount of information available on the internet is 

increasing day by day. A lot of time is required by the user to 

go through this information or documents. It is difficult for 

humans to manually summarize the information in these 

documents. Here, automatic text summarization comes in use. 

Text summarization is a method of automatically generating a 

compressed version of the original document. Based on this 

summary, the user can decide whether or not the document is 

worth reading and is relevant to his or her topic instead of 

going through a whole bunch of documents. In this paper,   a 

generalized and query-oriented summary generation method 

for a single document is proposed. 
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I. INTRODUCTION 

 

 Text Summarization is a method which produces a 

compressed version of the original document using 

unsupervised Deep Learning. In unsupervised learning, the 

input data is not labeled. It is a type of machine learning 

algorithm, in which inferences are drawn from datasets 

consisting of unlabeled input data. Deep learning algorithm 

can be applied to unsupervised learning tasks. In this paper, 

Restricted Boltzmann Machine (RBM) is proposed which is a 

type of unsupervised deep learning. Using this method, user 

can save his or her time and read only the documents which 

are related to his or her topic of interest. There are two types: 

 

1. Extractive Text Summarization 

2. Abstractive Text Summarization 

 

 

Extractive Text Summarization: In this method, text 

summarization based on some features like title similarity, 

term frequency, sentence ranking etc are extracted to form 

summary. 

 

Abstractive Text Summarization:  In this method, 

paraphrasing the sentences of the original document is done to 

generate the summary.  

 

The method proposed in this paper is for Extractive Text 

Summarization and it is a single document, query oriented in 

which the user can enter his or her query to generate summary 

according to user’s interest. 

 

 
Fig 1: System Architecture 

 

II. PREPROCESSING 

 

In this phase, the words which are not important and 

unwanted are removed. This is done in order to structure the 

document by applying myriads of techniques by which the 

density of document is reduced and document is made light 

weight. This makes the further processing of document easier. 

Following are the techniques used here: 

 

2.1 Stop-word removal 

 

The words which are not important and don’t have 

any meaning on their own are filtered in this step. These 

words are called stop-words. For a particular word to be a 

stop-word, there is no specific rule. It depends upon the 



IJSART - Volume 4 Issue 6 – JUNE 2018                                                                                              ISSN [ONLINE]: 2395-1052 

 

Page | 104                                                                                                                                                                     www.ijsart.com 

 

situation and is completely subjective. Usually articles, 

prepositions, etc are considered as stop words and are 

removed. Here, we have considered words such as a, an, the, 

is, are, on, etc. as stop-words. 

 

2.2  Part of Speech Tagging 

 

Categorizing the words of text on the basis of part of 

speech (noun, adverb, verb, adjective etc.) is called as Part of 

Speech Tagging. It is difficult because some words can 

represent more than one part of speech at different times and 

some parts of speech are complex or unspoken. So, in this 

phase, the words are marked corresponding to a part of 

speech. 

 

2.3 Stemming 

 

In stemming, the word is brought to its base or root 

form. Example: using singular form of words like using boys 

as boy or swimming reduced to swim. Here, we have 

considered that except the words which belong to the  proper 

nouns category, all other category’s words can be stemmed 

The stem need not be identical to the morphological root of 

the word. 

 

2.4 Punctuation Marks Removal 

 

The punctuation marks like “,  . : ; ? / “ etc. from the 

document are removed in this pre-processing step, hence 

making the document light-weight which further simplifies the 

summary generation process. 

 

III. FEATURE VECTOR EXTRACTION 

 

The document which is made light weight in the 

preprocessing phase is now structured into a matrix. A 

sentence matrix M of order n*v contains the features for every 

sentence of a matrix. Here, ‘n’ is the number of sentences in 

the document and ‘v’ is the number of features. 

 

Four features are extracted of a sentence of text document  

namely: 

 

1. Title Similarity        

2. Positional Feature 

3. Term Weight 

4. Sentence Length 

5. Proper Noun Score 

 

3.1 Title Similarity 

 

A sentence in the document is said to be important 

for the summary if it is similar to title of the document. 

Similarity is calculated based on the common words occurring 

in the title of the documents and sentences of the document. 

The title similarity is calculated using the sentence score 

which is defined as the ratio of number of common words 

occurring between the title and the sentences in the document 

to the total number of words of the document. The feature 

sentence of a sentence is said to be good if it has maximum 

number of words common to the title. [2] Mathematically 

represented as: 

 

S = (wt  ws )/ wt 

 

Where, 

 

wt = Number of words in the title 

ws = Number of words in the sentence 

wt  ws  = Common words in the title and the sentence  

 

3.1 Sentence Position 

 

The position of the sentence can determine the 

relevance of the sentence for the summary. Usually the 

sentences that appear in the starting and ending of the text are 

of more importance. So, based on this the sentence score is 

calculated. The positional score in our case is calculated by 

considering the following conditions: 

 

p2 = 1, if the sentence appears in the starting part of the text 

 

p2 = 0, if the sentence appears in the middle part of the 

sentence 

 

p2 = 1 if the sentence appears in the last part of the sentence 

Here, we have considered  20% of sentences from the start and 

the end of the text as important and marked their p2 value as 

1. 

 

3.2 Term Weight 

 

Term weight means the term frequency and its 

importance. The term frequency gives the total number of 

times the term has occurred in the whole document which 

depicts the importance of the term in a document. The term 

frequency is represented by tf(f,d) where, f is the frequency of 

the word and t is the text document. The inverse sentence 

frequency(isf) tells whether the term is common or rare across 

the document. The total term weight is calculated by 

computing the se two concepts: 
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1. Term Frequency, tf(f,d) and  

2. Inverse Sentence Frequency represented as isf.  

 

 3.4 Sentence Length 

 

The sentence length decides the importance of the 

sentence in summarization. The sentences that are too short do 

not give much information about the document. Whereas 

sentences that are too long will have unnecessary information 

about the document that will not be useful for summarization. 

We have discarded the sentences that have words less than 3 

as they will not be able to prove useful for summarization.  

 

3.5 Proper Noun Score 

 

In the process of summary generation, important role 

is played by the Proper Nouns. It gives information regarding, 

to whom or to what the author is referring. Roles played by 

individuals or locations description will be different more 

number of times in a document. Here, the number of words 

which are proper noun are counted. 

 

IV. FEATURE MATRIX GENERATION 

 

The above calculated features’ values are then stored 

in a matrix form where the columns represent the features and 

rows represent the sentences. 

 

V. ALGORITHM FOR DEEP LEARNING 

 

Here, we are using Restricted Boltzmann 

Machine(RBM) for deep learning. The sentence matrix 

containing a set of feature vectors is given as an input to the 

RBM phase as a visible layer.[2] 

 

Let S be a set of sentences  

 

S=(s1,s2,….,sn) 

 

where,  

 

si = (f1,f2,……..f4), i<= n  

 

where, n is the number of sentences in the document. 

Restricted Boltzmann Machine contains two hidden layers and 

for them two set of bias value is selected namely H0 and H1: 

  

1. H0={h1,h2,…,hn} 

2. H1={h1,h2,…,hn} 

 

These are sets of bias values which are randomly 

selected, the whole operation is performed with these two sets 

During the first cycle of RBM, a new refined matrix is 

generated: 

 

s’=(s’1,s’2,….,s’n) 

 

It is calculated by:  ∑₁ⁿsi + hi 

 

During step 2 the same procedure will be applied to 

this obtained refined set to get the more refined sentence 

matrix set with H1 and which is given by:  

 

s’’=(s’’1,s’’2,….,s’’n) 

 

After obtaining the refined sentence matrix from the 

RBM it is further tested on a particular randomly generated 

threshold value for each feature we have calculated.  

 

Step 1: 

 

[f1,f2,f3,f4] [f1,f2,f3,f4] [f1,f2,f3,f4]=> ∑₁ⁿsi + 

hi(H0)=>s’=(s’1,s’2,….,s’n) 

 

Step 2: 

 

[f1,f2,f3,f4] [f1,f2,f3,f4] [f1,f2,f3,f4]=> ∑₁ⁿsi + 

hi(H1)=>s’’=(s’’1,s’’2,….,s’’n) 

Here, we can increase the number of hidden layers in RBM.  

 

VI. ENHANCED FEATURE MATRIX 

 

An Enhanced  feature matrix is obatined from the 

deep    learning phase which is now used for the further 

summary generation phase. 

 

VII. GENERATION OF SUMMARY 

 

Now, in two ways summary can be generated. One is 

a generalized summary of the whole document and the other 

way  is based on the user query entered by the user(using the 

sentence score). 

 

7.1 Sentence Score 

 

This step is performed only for user-query based 

summary generation. Here, the ratio of the number of words 

which are common in the sentence and the query entered by 

the user  to the total number of words in the document  are 

calculated .[2] 

 

Sc  = (Sw Su)/Tw 

 

where, 
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Sc  =sentence score 

Sw =words in the sentences 

Su =words in the user query 

Sw Su =number of words common in the sentence and user 

query 

 

7.2 Sentence Ranking 

 

The number of sentences which should be their in the 

summary is calculated by 

 

N=0.3* total number of sentences in the text 

 

Here, we are considering 30% sentences of the document in 

the summary. 

 

Sentence ranking for generalized summary: 

 

The sum of the feature values for each sentence in the 

enhanced matrix is calculated. Now based on these values, the 

sentences are arranged in descending order(sentences having 

higher feature sum).  Now, the top N sentences are selected 

from this sorted order of sentences. 

 

Sentence ranking for user-query based summary: 

 

Here, based on the sentence score, sentences are 

arranged in descending order. Now, the top N sentences are 

selected from this sorted order of sentences. 

 

7.3 Summary generation  

 

The N sentences selected are now arranged according 

to their position in the text and then displayed to the user. In 

this way, extractive summary is generated. 

 

VIII. SCREEENSHOT OF FEATURE MATRIX AND 

ENHANCED MATRIX GENERATION FOR A SAMPLE 

TEXT 

 

Feature matrix generated for a sample text: 

 

 

 

 
Enhanced Feature matrix generated for a sample text: 

 

IX. RESULT 

 

The summary produced by the above text 

summarization method using unsupervised deep learning 

algorithm is better than the summary  produced by methods 

using supervised learning techniques as no training dataset is 

required in the proposed approach. Hence, the time and cost 

required to train the dataset is saved. So, this method is more 

efficient. 

 

X. EVALUATION METRICS 

 

The proposed text summarization method can be 

evaluated using three basic evaluation criteria: 

 

10.1 RECALL 

   

The reliability of the  proposed approach is measured 

using recall.It is ratio of the difference between   retrieved 

sentences and relevant sentences to retrieved sentences. 

 

Recall = (Sret – Srel)/Sret 

 

where,  

Sret = number of sentences retrieved 

Srel =number of relevant sentences 

 

10.2 PRECISION 

 

It is used to measure how precise summary is 

produced by the proposed approach. It is ratio of the 

difference between   retrieved sentences and relevant 

sentences to relevant sentences. 

 

Recall = (Sret – Srel)/Srel 

 

10.3 F-MEASURE 
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F-measure value can be calculated by: 

F-measure=(2*Recall* Precision)/(Recall + Precision) 

 

XI. CONCLUSION 

 

In this way, two kinds of summary can be generated 

using the above mentioned approaches. 

 

XII. FUTURE SCOPE 

 

This method can be further improved for generating 

summaries of books of large volumes. Also, we can add some 

features to this summarization method to generate user-query 

based summary of medical reports. 
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