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Abstract- Data mining is the field of extraction or mining of 
important information. The mining of information is somehow 
leading to the loss of information also due to semi-honest 
adversaries and fraudulent parties. Thus, to preserve the data, 
concept of privacy preservation is included in data mining. 
The frequent itemsets i.e. the itemsets having much use have 
been preserved till date but, the rare itemsets also have their 
importacnce and thus, need to be saved. This, paper proposes 
a new method of finding rare itemsets and their preservation 
in the best possible way. Thus, contributing to the privacy 
preservation field. The results show that all the rare itemsets 
are preserved well without the loss of data. 
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I. INTRODUCTION 
 

Amid the late ten years, Data mining, additionally 
named as learning disclosure in databases has set up its 
position as an unmistakable and key investigation field. The 
target of data mining is to concentrate concealed data from 
plenitude of crude data[3]. Data mining has been used as a 
piece of various data areas. Data mining can be saw as an 
algorithmic method that takes data as info and yields designs, 
for instance, request rules, itemsets, association guidelines, or 
synopses, as yield [11]. 

 
Data Mining assignments are comprehensively 

portrayed into two classes, Descriptive Mining and Predictive 
Mining. The Descriptive Mining techniques, for instance, 
Clustering, Discovery of Association Rule, Discovery of 
Sequential Pattern, is used to find human-interpretable 
examples that delineate the data. The Predictive Mining 
strategies like Classification, Regression, Deviation Detection, 
use a couple of variables to foresee dark or future estimations 
of different variables. 

 
Mining Association ruels is one of the investigation 

issues in data mining [1]. Given an arrangement of exchange 
where each exchange is a plan of items, an association 
guideline is a structure's affirmation XY, where X and Y are 
sets of items.  

The issue of mining association principles was at first 
exhibited in [1] and later extended in [2], for the case of 
databases involving straight out resources alone. 

 
Utility mining model was proposed in [19] to 

describe the utility of itemset. The utility is a measure of how 
supportive or gainful an itemset X is. The utility of an itemset 
X, i.e., u(X), is the utilities' sum of itemset X in each one of 
the exchange containing X. An itemset X is known as high 
utility itemset if and just ifu(X) >= min_utility, where 
min_utility is a client characterized slightest utility edge 
[11].The basic focus of high-utility itemset mining is the  find 
each one of those itemsets having utility more noticeable or 
comparable to client characterized minimum utility edge. 
 
1.1 Privacy Preservation 
 

Security safeguarding [23] has started as an 
imperative worry with reference to the data's accomplishment 
mining. Security saving data mining (PPDM) manages 
ensuring the protection of individual data or delicate learning 
without giving up the data's utility. Individuals have turned out 
to be very much aware of the protection interruptions on their 
own data and are extremely hesitant to share their touchy data. 
This may prompt the incidental consequences of the data 
mining. Inside of the requirements of protection, a few 
routines have been proposed yet this branch of exploration is 
in its earliest stages.  
 

Security Preserving Data Mining (PPDM) [24] turns 
into a well known exploration zone in data mining in the 
previous couple of years. In 1996, Cliftonetal. [25]analyzed 
that data mining can realize danger against databases and 
tended to conceivable answers for accomplish security 
assurance of data mining. In 2002, Rizvietal. examined the 
security protecting mining of association rules[26,27].  
 

The cleaning algorithms for the security safeguarding 
mining on association guidelines can be separated into two 
classes :  
(1)Data-Sharing method and  
(2) Pattern-Sharing method  
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(1) Data-Sharing method: Sanitization procedure performs on 
information to the eliminate or hide the restrictive 
association rules group that include sensitive information.  

 
(2) Pattern-Sharing method: Sanitizing algorithm performs on 

rules mined from a database instead of the data itself. 
Regarding pattern-sharing methods, the only known 
method that falls into this category was introduced in 
[28]. 

 
In protection safeguarding data mining, utility mining 

assumes an imperative part. In protection safeguarding utility 
mining, some delicate itemsets are covered from the database 
as indicated by certain security strategies. Concealing touchy 
itemsets from the foes is turning into a essential issue these 
days. Additionally, just not very many techniques are 
accessible in the writing to conceal the touchy itemsets in the 
database. One of the current security protecting utility mining 
routines uses two algorithms considering the utility variables 
as amounts and benefits in genuine applications by Yeh and 
Hsu. In the first place, they proposed the assurance algorithm 
for data sterilization to abstain from uncovering the delicate 
data [29]. In HHUIF algorithm, the most compelling item in 
the exchange which contains the touchy high utility itemsets is 
picked. The picked's amount item is in this manner diminished 
for concealing the touchy high utility itemsets.  

 
In PPUM, the data disinfection for concealing the 

touchy data could be partitioned into two sorts, which are the 
item purification and the exchange cleansing. The exchange 
sterilization system is embraced in this paper to secure the 
touchy data. In protection safeguarding utility mining (PPUM) 
[29], the reason for existing is to shroud the touchy high utility 
itemsets with the insignificant reactions. 

II. LITERATURE SURVEY 
 

In the past area we have exhibited the essential 
thought of Association Rule mining, Data Minin, Rare Itemset 
Mining and Utility Mining. A brief survey of distinctive 
algorithms, thoughts and strategies portrayed in assorted 
examination papers have been given in this area.  
 

The digging of association guidelines for finding the 
relationship between data itemsets in boundless databases is 
an overall thought about framework in data mining field with 
specialists methods like Apriori [1], [2]. ARM method can be 
broke down into two stages. The important step incorporates 
finding all standard itemsets in databases. The second step 
incorporates making association rules from successive 
itemsets.  
 

In [6], Yao et al decided the issue of utility mining,a 
theoretical model called MEU, which finds all itemsets in an 
exchange database with utility qualities higher than the 
minimum utility breaking point. The numerical model of 
utility mining was characterized in perspective of utility bound 
property and the bolster bound property. This built up the 
system for future utility mining algorithms.  
 

Liu et al proposed algorithm Two-Phase [8] for 
discovery high utility itemsets. In the first stage, a model that 
applies the "exchange weighted descending conclusion 
property" on the hunt space to help the acknowledgment 
confirmation of hopefuls. In the second stage, one extra 
database range is performed to perceive the high utility 
itemsets.  
 

In paper [14], L. Szathmary et al formulated an 
exceptional procedure for part in order to processing all 
uncommon itemsets there are itemset mining errand into two 
stages. The important step is the acknowledgment of the 
negligible uncommon itemsets. In the second step, the 
negligible uncommon itemsets are taken care of remembering 
the complete objective to restore all uncommon itemsets. To 
recoup all uncommon itemsets from minimaal uncommon 
itemset(mRIs), a model algorithm called "A Rare Itemset 
Miner Algorithm(Arima)" was proposed. Arima makes the 
arrangement of all uncommon itemsets, parts into two sets: the 
arrangement of uncommon itemsets having a zero backing and 
the arrangement of uncommon itemsets with non-zero 
backing. In case an itemset is uncommon then any increase of 
that itemset will come to fruition an uncommon itemset.  
 

R. Agrawal et al in [10] proposed Apriori algorithm, 
which is utilized to get incessant itemsets from the 
database.The itemsets which show up every now and again in 
the exchanges are called regular itemsets. MINIT (MINimal 
Infrequent Itemsets), which is the first algorithm outlined 
particularly to mine insignificant occasional itemsets 
(MIIs)[11]. A negligible occasional item set is a rare item set 
that don't have a subset of items which frames a rare item set. 
MINIT is both insignificant and non-negligible (unweighted) 
rare itemset mining from unweighteddata.It depends on 
SUDA2 algorithm. Additionally demonstrated that the 
negligible occasional itemset issue is NP-complete issue.  
 

Apriori-uncommon is an adaption of the Apriori 
algorithm used to mine incessant itemsets.To recoup all 
uncommon itemsets inside insignificant uncommon itemset 
(mRIs), a model algorithm named ―A Rare Itemset Miner 
Algorithm (Arima) was contrived in [17]. Arima produces the 
arrangement of all uncommon itemsets, isolates into two sets: 
the arrangement of uncommon itemsets having a zero backing 
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and the arrangement of uncommon itemsets with non-zero 
backing. In the event that an itemset is uncommon then any 
expansion of that itemset will results an uncommon itemset 
[17] 

 
Problem Statement 
 

Provide transactional database and user-specified 
minimum utility threshold and also minimum support 
threshold, the problem of mining high utility rare itemsets is to 
find the complete set of the itemsets whose utilities are higher 
than or equal to minimum utility threshold and whose support 
count is lesser than minimum support threshold and then to 
preserve them by bringing the utility of the itemsets below the 
threshold. Thus, applying the privacy preservation of the rare 
itemsets. 
 
DEFINITIONS: 
 

Table 1. An example database 

 
 

Table 2. Profit table 

 
 
Definition 1.(Utility Mining) Utility Mining finds all the 
itemsets in transaction database with utility values higher than 
the user defined minimum utility threshold. 
 

Given a finite items set I={i1,i2,.....im}, all item has a 
unit profit pr(ip). A transaction database D ={T1, 
T2...,Tn}contains a transactions set, and each transaction has a 
unique identifier d, known TID. all item ip in transaction Td is 
associated with a quantity q(ip,Td), which the purchased 
quantity of ip in the Td. 
 
Definition 2.(Item Utility) Utility of an item in a transaction 
database is the product of profit and quantity.u(ip, Td) and 
dscribed as p(ip) × q(ip, Td). For example, in Table 1, u({A}, 
T1) = 5 × 1 = 5. 
 
Definition 3.(High utility itemset) An itemset is known as a 
high utility itemset if its utility is no less than a user specified 
minimum utility threshold which is signified as min_util. 
Otherwise, it is known as a low-utility itemset. 
 

Definition 4.(Transaction Utility) The transaction utilityvalue 
of a transaction is the sum of utility values of each itemsin a 
transaction. Transaction utility reflects utility in atransaction 
database It is denoted as TU(Td)and defined as u(Td , Td). For 
example, TU(T1) = u({ACD},T1) = 8. 
 
Definition 5.(Transaction Weighted Utility) Transaction 
weighted utility of an itemset X is the transaction sum utilities 
of each transactions including X. 
 
Definition 6.(High transaction weighted utility itemset) 
An itemset X is known as a HTWUI if TWU(X) is no less 
than minimum utility threshold. Transaction-weighted 
utilization of an itemset  X is the sum of the transaction 
utilities of each transactions including X, which is denoted as 
TWU(X) and defined as 

෍ ܷܶ( ௗܶ)
௑	⊆்	∧்∈஽

 

 
For example, TWU({AD}) = TU(T1) +TU(T3) = 8 + 30 = 38. 
If TWU(X) is no less than minimum utility threshold, X is 
known as a high transaction-weighted utilization itemset. 
 
Definition 7.(Rare Itemset Mining) Rare itemsets are the 
itemsets that occur infrequently in the transactional dataset. 
An itemset X is called as rare itemset if it is below the 
minimum specified threshold. 
 
Definition 8.(High Utility Rare Itemset) A high itemset 
which is a high utility itemset, but occurs infrequently in the 
dataset.  
 

III. PROPOSED WORK 
 

A. Proposed Method 
 

The framework of the proposed methods consists of two 
phases: 

 
 PHASE -1 
 

In the first level high utility itemsets are created 
having utility value greater than the transaction utility 
threshold. 

 
 PHASE -2 
 

In the second phase, rare itemsets are generated from 
high utility itemsets known as the high utility rare itemsets. 
Rare itemsets are the itemsets appearing below the threshold 
support value. 
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 PHASE -3 
 

The rare itemsets that have been generated as a result 
of phase-2 are preserved in this phase thus, bringing them 
below the threshold.  
 
PHASE -1: 
 

Phase1 of the proposed method comprises of three 
steps to generate high utility itemsets. 
1. Compute Transaction utility of all transaction, transaction 

weighted utility and support of all  item 
2. Construct a Growth Tree. 
3. Generate high utility itemsets. 
 
The Proposed Data Structure: Growth-Tree 
 

To minimize scanning database repeatedly and to 
enhance the mining performance, we use a tree data structure, 
namely Growth Tree. The Growth-Tree is used to represent 
and maintain the itemsets knowledge and their utilities in 
transactions.  
 
Removing local unpromising items 
 

Suppose if there is a path in an item's conditional 
pattern base which contains a set of unpromising items. The 
set of unpromising items, do not favour the high utility 
itemsets generation .Thus, the unpromising items and their 
utilities can be eliminated from the path. Then the path is 
rearranged in fixed order. 
 
PHASE-2 
 
Mining High Utility Rare itemsets : 
 

Minimum support threshold is specified by the user 
according to users' preference .After the completion 
ofphase1,high utility itemsets are generated, These items are 
mined to get high utility rare itemsets. The items which are 
below the minimum support threshold are known as rare 
itemsets. Support of an item in the transaction database is the 
proportion of occurrence of the item. 
 
PHASE-3 
 
Preserving High Utility Rare Itemsets 
 

The high utility rare itemsets are now preserved in 
this phase by bringing the utility of the itemset below 
threshold. The user defined threshold is chosen. The values are 
brought below this threshold value. Whole phases are 

explained with a pseudo-code that explains the whole 
proposed algorithm in an easier way. The pseudo-code is as 
follows:- 
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IV. RESULT ANALYSIS 
 
Step 1 : The user is asked to input minimum utility and the 
minimum support. 
   

 
Fig. 1 : User input 

 
Step 2 : Based on the proposed algorithm, the growth tree is 
constructed for the example taken. The Table 1.1 and Table1.2 
are considered as an example for the growth tree construction. 
The tree generated is shown like this:- 
 

 
Fig 2: Growth Tree for the Example taken 

 
Step 3: After Phase 1 & phase 2, the high utility rare itemsets 
generated are shown on the display screen. These are:- 
 
Rate Items : 

1  
2  
4  
 
Step 4: the final display of the results is-  
 
1. It displays the initial rare itemsets with utility value more 

than minimum threshold. 
2. The number of rounds in which all the itemsets get 

preserved. 
3. Total time taken for the whole process to take place. 
 

 
 
no_of_times = 
     8 
 
Rate Items : No Rare items left 
Elapsed time is 1.644965 seconds. 
 
Effectiveness measurements:- 
 

The effectiveness measurements can be shown with 
the help of the table below. The table have fields that effect 
the no. of itemsets and their preservation. 
 

Table 3: Effectiveness measurements results 

 



IJSART - Volume 2 Issue 6 –JUNE 2016                                                                                             ISSN [ONLINE]: 2395-1052 
 

Page | 288                                                                                                                                                                     www.ijsart.com 
 

1. Comparison graph between the threshold to preserve rare 
itemsets and time taken is plotted. As the threshold 
increases, the time taken to preserve the itemsets 
decreases. This can be easily seen in the fig 3. 

 

 
Fig 3: Comparison between threshold and time taken to 

preserve the rare itemsets generated. 
 
2. Comparison to show the no. of rounds or loops that have 

been required to preserve the rare itemsets along with the 
no. of itemsets generated on various threhsolds. A 3-D 
graph is plotted to show the results. 

 

 
Fig. 4: Comparison to show the no. of loops and the threshold 

for various rare itemsets generated. 
 

V. CONCLUSION 
 

In modern day business, business strategies are made 
based on the user requirements and their patterns towards the 
data available. To introduce the right strategy, a new growth-
tree based algorithm has been proposed to mine the high 
utility rare itemsets from the databases.  

 These are those itemsets that occur infrequently in 
the patterns but are important for various decision making 
issues. After applying the algorithm, the next focus is to work 
on the privacy preservation of the HURI. These itemsets are 
then preserved using a new proposed algorithm that preserves 
the rare itemsets. Thus, any third-party is not able to find them 
and this leads to the preservation od data in the best way. The 
algorithm can be easily used in the real time applications like 
hospitality, banking, supermarts, IT firms, etc. 
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